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Abstract - In modern society, the problem of social isolation and
loneliness among the elderly living alone has become
increasingly serious due to the progression of aging. Casual
dialogue systems have gained attention as a potential solution
to this issue. This study aims to build a casual dialogue system
that facilitates shared-experience-focused utterances, where the
system and the user engage in dialogue based on commonly
recognized knowledge and experiences. Grounded in the theory
of utterance classification incorporating insights from language
education, the proposed system seeks to promote natural
interaction through shared understanding. To achieve this goal,
we refined our prompt design and conducted experiments
focusing on text-based dialogue. This approach enabled us to
test a wide variety of prompts, as the system’s performance was
evaluated through LLM-to-LLM dialogue results assessed
subjectively by the author. As a result, the proposed prompt
design generated natural shared-experience-focused utterances
while reducing contradictions with self-attributes and
misinterpretations of given information. These findings
demonstrate the effectiveness of incorporating shared
experiences and  language-education-based  utterance
classification into prompt design for improving rapport in LLM-
based casual dialogue systems.
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The growing number of elderly people living alone
in an aging society has increased the risk of social
isolation and loneliness [1]. Such isolation reduces
communication opportunities, leading to decreased
mental vitality and cognitive decline. Casual dialogue
systems have been proposed as an effective approach to
address these issues [2].

Recently, dialogue systems based on Large
Language Models (LLMs) [3] have attracted attention in
elderly care and mental health support. Although these
systems can generate natural responses, their content
often lacks depth and empathy, making it difficult to
sustain emotional engagement. In addition, LLMs face
challenges such as hallucination—producing factually
incorrect or fabricated responses [4]- [6]—and context
loss during long conversations, which causes abrupt
topic shifts or contradictions [7].

This study proposes an LLM-based casual dialogue
system. The system focuses on shared-experience-
focused utterances. These are utterances grounded in
knowledge and experiences recognized by both the user
and the system. By integrating insights from language
education theories on utterance classification and
shared knowledge, the system aims to promote empathy.
It also seeks to maintain natural and engaging dialogues.
To achieve this objective, we focus on text-based
dialogue in the initial phase and will design and refine
prompts accordingly.

2. Utterance Classification in Casual Dialogue

2. 1. Definition of Casual Conversation



According to Tsutsui [8], "a common definition of
what constitutes casual conversation has not been
reached among researchers." she further defines it as "a
conversation conducted as an activity to spend time with
a companion in a situation where there is no specific task
to be accomplished, or during a period when a task is not
being performed.”

2. 2. Utterance Types

In analyzing casual conversation, Tsutsui [8]
classifies utterances into four types: "questions,"
"reports,” "shared-experience-focused utterances,” and
"monologues.” Below, we explain each type. In this study,
we omit the explanation of "monologues,” which do not
assume a specific listener, as we focus on the interaction
between dialogue participants.

1) Questions: Questions are utterances used by the
speaker to elicit information or opinions from the
listener and are a key element in shaping the flow
of conversation. Figure 1 shows an example of
question utterances.

A: Where was this photo taken? [Question]
B: This is a photo I took at Kiyomizu Temple in Kyoto
during my recent trip.

Figure 1. Example of Question Utterances.

2) Reports: Reports are utterances where the
speaker conveys their own information or
opinions to the listener, serving to expand the
conversation by providing new information.
Figure 2 shows an example of report utterances.

A: I'm going to Kyoto again next month. [Report]
B: Wow, that's perfect timing, the autumn leaves are
beautiful now.

Figure 2. Example of Report Utterances.

3) shared-experience-focused utterances: Shared-
experience-focused utterances refer to instances
in which a speaker produces an utterance based on
information or opinions commonly recognized by
both parties. While questions elicit information
and reports provide new information, shared-
experience-focused utterances are unique in that
they foster a sense of conversational unity by
adopting the same perspective as the listener and
drawing on common topics. Therefore, such
utterances go beyond simple information
exchange, serving instead to deepen the
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relationship between speaker and listener and to
build rapport. Figure 3 shows an example of
shared-experience-focused utterances.

A: Where did we meet up that day again?
[Shared-experience-focused utterances]

B: It was in front of the station ticket gates

Figure 3. Example of shared-experience-focused utterances.

3. Related Work

Recent research on dialogue systems has focused
not only on task-oriented dialogues, such as information
provision and question-answering, but also on casual
dialogue that emphasizes empathy and relationship
building.

Rashkin [9] tackled the challenge of enabling
dialogue agents to respond with empathy, pointing out
that a major obstacle was the scarcity of suitable publicly
available datasets for training and evaluation. To remedy
this, they introduced EMPATHETIC DIALOGUES, a novel
dataset of approximately 25,000 conversations, each
grounded in a specific emotional situation. The dataset
consists of one-on-one dialogues collected via
crowdsourcing, where a "speaker” describes a personal
experience tied to a particular emotion, and a "listener”
replies in an understanding manner. Their experiments
showed that dialogue models trained on this dataset are
perceived as more empathetic in human evaluations
compared to models trained merely on large-scale
internet conversation data.

Similarly, Kasai [10] sought to enhance Al's
empathetic capabilities by fine-tuning a large language
model on "A Japanese Empathetic Dialogue Speech
Corpus,” which contains emotionally expressive
dialogues. Their subjective evaluation experiments
confirmed that the fine-tuned model was perceived by
users as significantly more friendly and trustworthy than
the original model.

However, these studies do not explicitly address
utterances based on "shared experience."

4. Issues in LLM-Based Dialogue Systems

This study generates casual dialogue by assigning
a role to an LLM using a prompt. The following issues
have been observed, which undermine the naturalness
and consistency of the dialogue. Issues 1) and 2) were
frequently observed during the implementation of
shared-experience-focused utterances.



1) Contradictions with Self-Attributes: Despite
being assigned a role in the prompt (e.g., "You are
an office worker"), the generated utterances may
contradict that role [11]. Such contradictions
with self-attributes significantly impair dialogue
consistency and give the user an unnatural
impression. For example, even with the role
setting of being an office worker, cases have been
observed where the system says, "l worked on a
project with colleagues during my student days,"
which is inconsistent with the assigned role.
Furthermore, when an LLM is given a role name
in the prompt (e.g, "You are Saito") and
additional information such as "Saito went to XX
in the past,” the system may generate utterances
under the mistaken interpretation that the Saito
who went to XX is a different individual.
Misinterpretation of Given Information: Even
though the system is designed to proceed with
the dialogue based on information explicitly
presented in the prompt, the LLM may
misinterpret that information [12]-[14]. For
instance, a prompt might specify, "You know
from the last conversation that the person you're
talking to was planning a trip," but the actual
dialogue may proceed under the assumption that
the trip has already ended. This shows a problem
with misinterpreting or misrecognizing the given
information.

Bias in Utterance Types from a Language
Education Perspective: Most dialogue generation
by LLMs is based on a structure where either the
user or the system possesses information, and
one provides it to the other. The utterance types
in this structure are limited to either questions or
reports. Consequently, generating shared-
experience-focused utterances is difficult in such
dialogue systems, because they lack the common
experiences and knowledge necessary for these
utterances. If a system could perform shared-
experience-focused utterances, it is expected to
contribute to building rapport with the user and
improving user satisfaction.

2)

3)

5. System Configuration
Figure 4 shows the configuration of the LLM-based
casual dialogue system.
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Figure 4. LLM-based casual dialogue system.

To have an LLM generate shared-experience-
focused utterances, it is necessary to include common
experiences and knowledge in the prompt that instructs
the LLM [15]. A database to store this information is also
required. In this database, contents previously spoken by
the user in past dialogues are registered as common
experiences and knowledge shared between the user
and the system [16]. As the dialogue progresses, the
prompt is updated by extracting information to be
included from the database based on the user's
utterances and past interactions [17].

This study focuses on the design of the prompt
among these components. Common experiences and
knowledge are assumed to be available and are
incorporated into the prompt for utterance generation.
OpenAI’s ChatGPT is employed as the LLM.

6. Proposed Method

6. 1. Proposed Prompt Configuration

We propose the design of the prompt for the three
issues mentioned in Section 4. Figure 5 shows the
configuration of the proposed prompt. The proposed
prompt consists of three components: instruction
statements (specifying roles and constraining the system
to output only one utterance), event details (information
about past events and hobbies extracted from the
dialogue history), and definition and examples of shared-
experience-focused utterances [18].
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Figure 5. Proposed design of the LLM prompt.

Instruction statements: Figure 6 shows the
content of the instruction statements, one of the
components of the proposed prompt. The
instruction statements define the LLM's role in
the dialogue (its own name and the name of the
dialogue partner) [19] and specify the sources of
information to be referenced. Furthermore, to
prevent the LLM from generating multiple turns
of utterances unintentionally, we impose a
constraint on the output format: "Output only
one utterance as is." In the illustrative example
shown here, the name "Saito" is assigned to LLM
A and "Fujita" to LLM B. Note that while Japanese
prompts were used in this study, Figure 6
presents their English translations.

iy

#Dialogue Instructions

You are Saito (your dialogue partner is Fujita). Based
on the premise that you had a previous dialogue,
generate a shared-experience-focused utterance
(refer to prerequisite knowledge) from the event
details. Output only one utterance as is. Also, create a
shared-experience-focused utterance based on the
prerequisite knowledge.

Figure 6. Instruction statements.

2) Event details: Table 5 shows the content of the
event details, one of the components of the
proposed prompt. The event details [15] are the
source of information for generating shared-
experience-focused utterances. A long dialogue
history described in natural language can create
ambiguity in the LLM's interpretation. Therefore,
to ensure that the LLM understands the structure
of the information, we organize the information
extracted from past dialogue histories into a
JSON format and include it in the prompt as the
event details. The details in JSON format are
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extracted by ChatGPT based on the past dialogue

history.
#Event details
You are Saito (your dialogue partner is Fujita). The
same name in the event details refers to you. Events
with the same name as the dialogue partner belong to
the dialogue partner. If the 'organizer’ field has only
one name, it is a single-person event (plan), so do not
mistake it for a shared event.
{

"events": [
{

"event_id": 1,

"organizer": "Fujita",

"date": "next month",

"location": "Hokkaido",

"companions": ["null"],

"activities": ["eat seafood", "eat jingisukan
(grilled mutton)", "go hiking", "take photos"],

"emotions": ["refreshed"”, "excited"],

"status": ["planned"],

"source": "heard from Fujita (himself)"

b

Figure 7. Excerpt from event details.

3) Definition and examples of shared-experience-
focused utterances: Table 6 shows the content of
the definition and examples of shared-
experience-focused utterances, one of the
components of the proposed prompt. The
definition and examples were created based on
Tsutsui's research, Structural Analysis of Casual
Conversation [8].

#Prerequisite Knowledge (Starting a shared-
experience-focused utterance)
A "chain organization starting with shared-

experience-focused utterances (a collection of
multiple utterances) is a chain that begins with an
utterance that expresses that the speaker and listener
share the same information or opinion (or are
supposed to). This chain organization starting with
shared-experience-focused utterances also includes
chains that begin with a question and chains that begin
with a report. A chain starting with a question begins
with a recall-request utterance, in which the speaker
says that they cannot remember information they are
supposed to share with the listener, and asks the
listener to remember it. A chain starting with a report




begins with a narrative utterance in which they recall
and talk about an event they experienced with the
listener, and a statement-of-opinion utterance in
which they express an opinion expecting the listener
to have the same opinion. ...[Omitted]

#Chain Organization Starting with shared-experience-
focused utterances
< shared-experience-focused utterances Chain 1>
A: Recall request "..., right? / ..2"
B: Answer
A: Acknowledgment "That's right / Yes / [Repetition]"
..[]Omitted]
Figure 8. Definition and examples of shared-experience-
focused utterances.

6. 2. Evaluation Method

Evaluation methods for dialogue systems are often
based on user experiments, in which subjects use the
system and provide evaluations [10]. This evaluation
method incurs costs for recruiting many subjects and
requires time for experiencing and evaluating the system,
which limits the number of times it can be conducted
[20].

In this study, to conduct experiments with more
prompts, we introduced automated dialogue
experiments between dialogue systems (Fig. 9). By doing
so, we adopted a method that collects and evaluates
large-scale dialogue logs without users and streamlines
the improvement cycle. The generated dialogues were
then subjectively evaluated by the author to assess
aspects such as naturalness, consistency, and alignment
with shared experiences. In our experiments, each
dialogue was limited to 10 turns.

Generation
Add result
Send end
Prompt LLM[B] Prompt
Generation Add
result

Figure 9. Automated dialogue experiment between two
systems.

6. 3. Improvement of Contradictions with Self-
Attributes
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As mentioned in Section 4 1), even when a role
name (e.g., "You are Saito") is assigned in the prompt and
information such as "Saito went to XX in the past” is
included in the dialogue history, the system may
generate utterances under the erroneous assumption
that “Saito” in the dialogue history refers to a different
person. An improvement was observed by placing the
promptinstruction statements at the beginning, as in the
proposed prompt. When the instruction statements are
placed at the end rather than the beginning, however,
this issue persists.

Figures 10 and 11 show the generation results
when a contradiction with self-attributes was observed
and the results from the improved prompt. In this study,
all dialogues were generated in Japanese, and the results
are presented here in English translation.

Conversation

=Turn 1=

A (Saito): Next month, You're planning to go hiking in
Hokkaido with Fujita, right? That sounds exciting!
[Omited]

=Turn 6=

B (Fujita): I'm really looking forward to it! Plus, we're
also planning to go for a run with Fujita and relax ata
cafe, so there's plenty to look forward to. Both will be
wonderful memories!

Figure 10. Example Utterance of Contradictions with Self-
Attributes.

Conversation
=Turn 1=
A (Saito): Fujita, we're planning to go for a run
together next weekend, right? I'm looking forward to
it, but have you thought about where we should stop
at a cafe?
=Turn 2=
B (Fujita): Yeah, I'm looking forward to the run next
weekend. I haven't decided on a specific cafe yet, but
there are a few nice ones around there. What kind of
cafe do you think would be good, Saito?

Figure 11. Generation Result with the Improved Prompt.

Looking at the generation result in Figure 10, Saito
(A) starts the conversation in Turn 1 by saying, "You're
planning to go hiking in Hokkaido with Fujita, right?" but
in Turn 6, Fujita (B) says, "with Fujita,"” confirming that it
does not recognize its own role.

Looking at the generation result in Figure 11, in
Turn 1, Saito (A) says, "Fujita, we're planning to go for a



run together next weekend, right?" to which Fujita (B)
responds, "Yeah, I'm looking forward to the run next
weekend." No utterances that could be seen as
contradictions with self-attributes were observed.

6. 4. Improvement of Misinterpretation of Given
Information

As mentioned in Section 4 2), even when the
system is designed to proceed with the dialogue based
on information explicitly included in the prompt
(dialogue history from a previous conversation), the
LLM may misinterpret that information. In the initial
prompt of this study, we included the dialogue history
as-is as the common information necessary for shared-
experience-focused utterances. With this prompt,
utterances that were clearly misinterpretations were
observed. To improve this misinterpretation, the
proposed prompt includes information such as past
events and hobbies, extracted from the dialogue history
and organized in a JSON format, as event details.

Figures 12 and 13 show the generation results
when misinterpretation of given information was
observed and the results from the improved prompt.

Conversation

=Turn 1=

A (Saito): By the way, that run last weekend was fun,
wasn't it! The cafe afterward was relaxing too, let's go
again. How was it, you enjoyed it too, right, Saito? (This
utterance misinterprets the run scheduled for next
weekend as already completed.)

=Turn 2=

B (Fujita): Yeah, it was fun! The run felt great, and it
was nice to relax at the cafe. I'd love to go again.

Figure 12. Example Utterance of Misinterpretation of Given
Information.

Conversation
=Turn 1=
A (Saito): Fujita, you're planning to eat seafood and go
hiking in Hokkaido next month, right? It sounds like a
great way to refresh, I'm excited for you.
=Turn 2=
B (Fujita): Yeah, that's right! I'm planning to eat
seafood and Jingisukan and go hiking in Hokkaido next
month. It really sounds refreshing, I'm so looking
forward to it!

Figure 13. Generation Result with the Improved Prompt.
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Looking at the generation result in Figure 12, A
says in Turn 1, "By the way, that run last weekend was
fun, wasn't it!" However, the content included in the
prompt as the dialogue history states that they had
planned to go for a run together the coming weekend.
Therefore, the conversation proceeds on the premise
that the run has already taken place, which shows a
misinterpretation of the given information.

Looking at the generation result in Figure 13, it is
confirmed that the system recognizes the Hokkaido trip
as a plan, not as an event that has already occurred, and
proceeds with the dialogue.

6. 5. Prompt for
Utterances

As mentioned in Section 4 3), LLMs tend to have a
bias towards "question" and "report” utterance types.
Therefore, this study attempts to implement the shared-
experience-focused utterances.

Figures 14 and 15 show the generation results
from a prompt that does not include content related to as
mentioned in Section 4 3), LLMs tend to have a bias
towards "question" and "report” utterance types.
Therefore, this study attempts to implement the shared-
experience-focused utterances. And the results from the
proposed prompt.

Shared-experience-focused

Conversation

=Turn 1=

A (Saito): Fujita, you're looking forward to the
Hokkaido trip next month, with the seafood and
Jingisukan, right? Which one are you most looking
forward to?

=Turn 2=

B (Fujita): That's a tough one, both sound great, but
I'm probably most excited about the seafood! I can't
wait to taste the fresh seafood. You're looking forward

to diving in Okinawa, right, Saito?

Figure 14. Example Utterance without shared-experience-
focused content.

Conversation

=Turn 1=

A (Saito): Fujita, you said you were looking forward to
eating seafood at the Hokkaido event next month,
didn't you?

=Turn 2=

B (Fujita): Yeah, that's right. I'm really looking forward

to the seafood. [ hope it'll be a nice way to recharge.

Figure 15. Generation Result with a shared-experience-
focused Prompt.



Looking at Figure 14, in Turn 1, Saito makes an
utterance that corresponds to the "question" type,
"Which one are you most looking forward to?" This
shows that shared-experience-focused utterances
cannot be generated under normal circumstances.

Looking at Figure 15, in Turn 1, Saito says, "Fujita,
you said you were looking forward to eating seafood at
the Hokkaido event next month, didn't you?" The
utterance "didn't you?" corresponds to a shared-
experience-focused utterance.

7. Conclusion

This study aimed to build an LLM-based casual
dialogue system to support communication with elderly
individuals and reduce feelings of loneliness. As an initial
step, we designed and refined a prompt. Specifically, we
proposed a prompt that leverages past dialogues and
insights from language education. The proposed prompt
consists of three components: instruction statements
with notes on the role and dialogue, event details with
information on events and hobbies extracted from past
dialogues, and definitions and examples of shared-
experience-focused utterances. Shared-experience-
focused utterances are defined as utterances that
express that the speaker and listener share the same
information or opinions.

To evaluate the system with many prompts, we
conducted automated dialogue experiments between
dialogue systems. The generated dialogues were then
subjectively evaluated by the author to assess aspects
such as naturalness, consistency, and alignment with
shared experiences. Through this evaluation, we
demonstrated that the proposed prompt enables an LLM
to more appropriately recognize its role and dialogue
content, and to generate natural dialogues that include
shared-experience-focused utterances.

However, it should be noted that the evaluations
were based on LLM-to-LLM dialogues that were
automatically generated and subjectively evaluated by
the author. To more robustly assess the system's
effectiveness in promoting empathy and social
connectedness, future work should include experiments
involving real human users interacting with the system.

These findings demonstrate that incorporating
shared experiences and language-education-based
utterance classification into prompt design improves the
coherence and empathetic quality of system responses.
This suggests that such an approach can facilitate the
development of casual dialogue systems that support
social connectedness among the elderly.
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